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Project	
  Research	
  Objectives	
  
Development	
  of	
  an	
  autonomous	
  naviga1on	
  and	
  control	
  system	
  
for	
  a	
  vehicle	
  using:	
  

–  Integrated	
  pla,orms	
  and	
  algorithms	
  of	
  mul6sensory	
  data	
  capture;	
  

–  Robust	
  decision	
  support	
  systems	
  in	
  dynamically	
  changing,	
  complex	
  
environments.	
  	
  

Extending	
  on	
  results	
  achieved	
  in	
  NSF	
  DMS-­‐13-­‐11165	
  project:	
  

–  US-­‐German	
  research	
  on	
  strategy	
  change	
  in	
  complex	
  dynamically	
  
changing	
  environments	
  

2	
  



Talk	
  Outline	
  
1.  Introduc1on	
  to	
  Framework	
  of	
  Autonomous	
  Decision	
  Support	
  

2.  Founda1ons	
  of	
  Learning	
  in	
  Cogni1ve/Biology	
  Domains	
  	
  
•  The	
  “AHA”	
  moment	
  of	
  learning/decision	
  making	
  

3.  Main	
  Results	
  in	
  Math/Graph	
  Theory	
  
•  Sudden	
  changes	
  (phase	
  transi1ons)	
  in	
  structure	
  and	
  dynamics	
  

4.  Robo1cs	
  Implementa1on	
  Domain	
  
•  Establish	
  a	
  link	
  with	
  biological	
  and	
  theore1cal	
  results	
  

5.  Conclusions	
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Research	
  Tasks	
  
1.  A	
  mathema1cal	
  and	
  computa1onal	
  model	
  of	
  	
  mul1-­‐

sensory	
  channels	
  for	
  robust	
  naviga1on,	
  and	
  
decisions	
  support	
  (strategy	
  change).	
  

2.  Robot	
  pla[orm	
  to	
  implement	
  and	
  test	
  the	
  
conceptual	
  integra1on	
  model.	
  

3.  The	
  performance	
  of	
  the	
  developed	
  system	
  will	
  be	
  
evaluated	
  using	
  quan1ta1ve	
  metrics,	
  such	
  as:	
  
•  Robustness	
  to	
  noise	
  and	
  incomplete	
  data;	
  	
  
•  Fast	
  and	
  efficient	
  evalua1on	
  using	
  limited	
  resources;	
  
•  Generaliza1on	
  to	
  unforeseen	
  scenarios;	
  	
  
•  Resistance	
  to	
  system	
  degrada1on.	
  	
  	
  

4	
  



Biological/Cognitive	
  Framework	
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Intentional	
  Control	
  Cycle	
  	
  
(WJ	
  Freeman)	
  

	
  
1.   PREDICT:	
  Form	
  hypotheses	
  about	
  expected	
  future	
  

states,	
  and	
  express	
  these	
  as	
  goals	
  such	
  as	
  safety,	
  fuel,	
  
or	
  temperature	
  control.	
  	
  

2.   TEST	
  BY	
  ACTION:	
  Formulate	
  a	
  plan	
  of	
  ac1on,	
  and	
  they	
  
must	
  inform	
  their	
  sensory	
  and	
  perceptual	
  apparatus	
  
about	
  the	
  expected	
  future	
  input.	
  

	
  
3.   SENSE:	
  Manipulate	
  sensing	
  channels,	
  take	
  

informa1on	
  in	
  the	
  form	
  of	
  samples	
  from	
  all	
  of	
  their	
  
sensory	
  ports.	
  	
  

4.   PERCEIVE:	
  Generalize,	
  abstract,	
  	
  
	
  categorize,	
  and	
  combine	
  into	
  	
  
	
  mul1sensory	
  percepts	
  (Gestalts).	
  	
  

5.	
  	
  	
  ASSIMILATE	
  &	
  UPDATE:	
  Use	
  new	
  	
  
	
  data	
  to	
  verify	
  or	
  negate	
  the	
  	
  
	
  hypotheses	
  and	
  update	
  the	
  brain	
  	
  
	
  state,	
  including	
  informa1on	
  about	
  	
  
	
  the	
  loca1on	
  in	
  the	
  environment.	
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Book on Cognition & Decision Making  
(RK, WJF, 2016) 

Collec1ve	
  dynamics	
  in	
  a	
  football	
  stadium	
  	
  
Emergent	
  self-­‐organized	
  dynamics	
  with	
  many	
  

interac1ng	
  components	
  



Gerbil	
  Experiments	
  
@Leibniz	
  Ins1tute	
  of	
  Neurobiology,	
  Magdeburg,	
  Germany	
  

Prof	
  Frank	
  Ohl’s	
  Group	
  

•  Rectangular	
   electrode	
   array	
   w/	
   20	
   channels	
   (5	
   x	
   4	
  
matrix)	
  

•  Stainless	
  steel	
  wire,	
  Ø	
  76.2	
  µm,	
  impedance:	
  50	
  –	
  500	
  kΩ	
  
•  Chronic	
   implanta1on	
  of	
  5	
  x	
  4	
  electrode	
  array	
  on	
  top	
  of	
  

primary	
  auditory	
  cortex	
  (A1)	
  
•  Recording	
  of	
  epidural	
  poten1als	
  during	
  behaviour	
  

Ohl,	
  Scheich,	
  Freeman,	
  Nature	
  (2001)	
  



Learning	
  Paradigm	
  

Go-­‐tone:	
  	
  
sequence	
   of	
   ‘rising’	
  
FM-­‐tones	
  (2–4	
  kHz,	
  200	
  
ms	
  dura1on)	
  

NoGo-­‐tone:	
  	
  
sequence	
   of	
   ‘falling’	
  
FM-­‐tones	
  (4-­‐2	
  kHz,	
  200	
  
ms	
  dura1on)	
  

Discrimina6on	
  of	
  frequency	
  modulated	
  tones	
  in	
  the	
  shu_le	
  box	
  



Original	
  Mo6va6on	
  of	
  Strategy	
  Change	
  	
  
Manifested	
  in	
  Learning	
  -­‐	
  Examples	
  

Gerbil	
  	
  #6	
  	
  
(training	
  sessions	
  for	
  6	
  days)	
  	
  

Gerbil	
  	
  #4	
  	
  
(training	
  sessions	
  for	
  4	
  days)	
  	
  

“AHA”	
  MOMENT	
   “AHA”	
  MOMENT	
  



Lessons	
  Learned	
  from	
  Animal	
  Experiments	
  
-­‐	
  Understanding	
  Strategy	
  Change	
  

•  Strategy	
   change	
   can	
   be	
   defined	
   as	
   the	
   change	
   in	
  
ac1on	
   selec1on	
   and/or	
   ac1on	
   planning	
   while	
   a	
  
previously	
   established	
   overarching	
   goal	
   is	
  
maintained.	
  

•  Strategy	
   change	
   is	
   oken	
  manifested	
   via	
   significant	
  
“sudden”	
  varia6on	
  in	
  behavior	
  and	
  performance.	
  	
  

•  Such	
   behavior	
   can	
   be	
   interpreted	
   as	
   the	
   “AHA”	
  
moment	
  of	
  sudden	
  understanding	
  and	
  deep	
  insight.	
  
There	
  are	
  experimentally	
  observable	
  changes	
  in	
  the	
  
neural	
  structure	
  associated	
  with	
  strategy	
  change.	
  

•  The	
   structural	
   changes	
   can	
   be	
   modeled	
   through	
  
phase	
   transi6ons	
   in	
   the	
  neural	
  network	
  as	
  a	
   large	
  
graph	
   and	
   the	
   dynamics	
   of	
   an	
   ac1va1on	
   propaga1on	
  
process.	
  	
  

•  à	
  NEXT:	
  Use	
  Graph	
  Theory	
  in	
  mathema1cal	
  modeling.	
  



Graph	
  Theory	
  Approach	
  to	
  
Learning	
  in	
  Networks	
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Random	
  Graph	
  Model	
  over	
  2D	
  Lagce	
  



Graph	
  Model:	
  Short	
  and	
  Long	
  Edges	
  



Brain	
  Connec6vity	
  



Previous	
  Random	
  Graph	
  Models	
  



Diameter	
  is	
  of	
  Logarithmic	
  Order	
  	
  
in	
  the	
  System	
  Size	
  



Poisson	
  Degree	
  Distribu6on	
  



Ac6va6on	
  Process:	
  Step-­‐by-­‐step	
  	
  
Generalized	
  Bootstrap	
  Percola6ons	
  

t=0	
   t=1	
  

t=2	
   t=3	
  



Mean	
  Field	
  Approxima6on	
  
	
  –	
  Example	
  of	
  Pure	
  Excita6on	
  



Main	
  Result:	
  
Phase	
  Transi6on	
  in	
  Mean	
  Field	
  Approxima6on	
  	
  



Emergent	
  Oscilla6ons	
  (Region	
  I)	
  	
  	
  
Network	
  with	
  Excitatory	
  &	
  Inhibitory	
  Nodes	
  	
  

MORE	
  LONG	
  EDGES	
  	
  RA
TI
O
N
	
  O
F	
  
EX

CI
TA

TO
RY

	
  N
O
DE

S	
  



Emergent	
  Oscilla6ons	
  Interpreted	
  as	
  
Learning	
  Effects	
  	
  



Concept	
  of	
  Implementations	
  on	
  
Robotics	
  Platform	
  

24	
  



Example	
  of	
  Sensor	
  Modali6es	
  
Mars	
  Rover	
  SRR-­‐2K	
  Prototype	
  

1.   Stereo	
  camera	
  (Hazcam)	
  
A	
  pair	
  of	
  cameras	
  
	
  with	
  130	
  degree	
  FOV	
  
	
  

2.   Goal	
  camera	
  (Viewcam)	
  
mounted	
  on	
  a	
  manipulator	
  arm	
  
20	
  degree	
  field	
  of	
  view;	
  	
  
	
  

3.   Internal	
  gyroscope	
  (IMU)	
  	
  
registering	
  along	
  coordinates	
  	
  
pitch,	
  roll,	
  and	
  yaw	
  	
  

4.   Crossbow	
  	
  accelerometer	
  (ACC)	
  	
  	
  	
  	
  	
  	
  	
  
x,	
  y,	
  and	
  z	
  coordinates	
  

5.   Sun	
  sensor	
  (GPS)	
  
for	
  global	
  posi1oning	
  informa1on	
  



Linking	
  Animal	
  Experiments	
  with	
  Robo6c	
  Pla,orm	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Gerbil	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Mobile	
  Robot	
  
	
  
	
  
	
  
Task: 	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Move	
  to/	
  stay	
  in	
  L/R	
  	
  	
  	
  	
  	
   	
  	
  Move	
  to	
  target	
  using	
  	
   	
   	
  

	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  correct	
  compartment	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Lek/Right/Forward/Back	
  steps	
  
Senses:	
  	
  	
   	
   	
   	
  Auditory	
  (hearing) 	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  Visual	
  (stereo	
  camera)	
  
Reinforcement: 	
   	
  Shock	
  in	
  grid	
   	
   	
   	
  	
  Shaking	
  through	
  accelerometers	
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